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The field of social robotics offers an unprecedented opportunity to probe the

process of impression formation and the effects of identity-based stereotypes

(e.g. about gender or race) on social judgements and interactions. We present

the concept of fair proxy communication—a form of robot-mediated com-

munication that proceeds in the absence of potentially biasing identity

cues—and describe how this application of social robotics may be used to

illuminate implicit bias in social cognition and inform novel interventions

to reduce bias. We discuss key questions and challenges for the use of

robots in research on the social cognition of bias and offer some practical rec-

ommendations. We conclude by discussing boundary conditions of this new

form of interaction and by raising some ethical concerns about the inclusion

of social robots in psychological research and interventions.

This article is part of the theme issue ‘From social brains to social robots:

applying neurocognitive insights to human–robot interaction’.
1. Introduction
The term ‘social robot’ invokes images of prototypical devices such as NAO,

I-Cub or Pepper—robotic devices with humanoid shapes, which can elicit

smiles, verbal greetings or even hugs from people [1]. However, scientific defi-

nitions of the class of robots that qualify as ‘social’ are not easy to come by, for it

is not yet clear how conventional definitions of sociality apply to robotic devices

or to the human reactions they elicit. Early characterizations of some social

robots (cf. [2,3]) fail to address this difficulty. For the present purposes, social

robots may be practically defined as programmable devices that are designed

to act within the physical and symbolic space of human social interactions,

and which have affordances for what people common-sensically call social inter-
actions. Indeed, people easily engage with such devices, following typical

patterns of social interactions, while experiencing both similarities and distinc-

tive discrepancies from ‘authentic’ interactions with a human partner. For these

reasons, social robots promise to provide a useful set of devices for investi-

gating human social behaviour and cognition, as well as for customizing and

designing robot-mediated social interaction [4].

In this article, we illustrate how a new form of robot-mediated social interaction

might be used to link research in social robotics to research in social cognition

aimed at debiasing effects of social stereotypes on judgements and decisions. In

§2, we describe the role of stereotypes in social judgement, providing a context

for the potential role of social robotics in debiasing interventions. In §3, we intro-

duce the concept of fair proxy communication (FPC [5,6]). FPC is a novel

communicational form whereby robots are used to intervene on human inter-

actions to make them more equitable, by decreasing stereotyping and social bias.

We present an abbreviated definition of FPC and briefly describe ongoing research,

particularly as it relates to social cognition and bias. In §4, we present and address

four major concerns for the FPC approach to social cognition. In §5, we discuss how

FPC may be implemented in behavioural and neuroimaging research to illuminate
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questions about impression formation and bias in social cogni-

tion. Sections 6 and 7 illustrate one direction for research and

intervention in further detail, invoking theory and research

from social judgement heuristics and describing how a formal

model of FPC-based interaction sheds light on its utility as an

intervention. After discussing some important caveats,

limitations and other considerations concerning FPC in §8,

we conclude by noting important theoretical and ethical

considerations for future research using FPC systems.
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2. Implicit bias and the promise of social
robotics

Our first impression of another person emerges from myriad

cues, including information about identity (e.g. appearance,

gender, social identity), behaviour (e.g. facial expressions,

gesture, proximity, voice, even smell) and situational factors

[7]. How we interpret another person’s behaviour depends

not only on our perceptions of their actions, but also on

prior assumptions we make about how they will act based

on the impression we have formed [8,9].

An influential element of this process is stereotyping—the

use of social identity information to develop expectations and

make inferences about another’s traits, intentions and actions

[10]. Stereotyping is a largely automatic process, whereby

social identity information is used to reduce informational

load and decision time in social interaction [11,12]. This effi-

ciency comes at a cost, however, and there is ample evidence

that stereotyping introduces biases that adversely affect the

fairness of social judgements and interactions [7,10,13].

The costs of this bias can be high. In job interviews,

stereotype-induced bias may be particularly consequential

for a person’s financial and social well-being. Despite legal

proscriptions against hiring on the basis of social identity,

the automaticity with which we stereotype one another

means that candidates with stigmatized or low-status identi-

ties (e.g. based on gender, ethnicity, pregnancy, weight or

sexual preference) are frequently subjected to prejudiced

decision-making resulting from the (often unintentional)

application of stereotypes [14,15]. Similarly, biases in medical

decision-making can have profound effects on the care a

patient receives, their long-term health, and the financial bur-

dens for them and their family members associated with

protracted illness [16].

Given the social and economic costs, how can such identity-

based biases be minimized in social interactions, such as job

interviews, to ensure fair decisions? Given the automaticity

with which stereotypes are elicited, an ideal solution is one in

which cues to social identity are concealed from the interviewer

entirely, without interrupting the transmission of other

information relevant to the selection or evaluation process.

A real-life example of such an intervention was the intro-

duction of ‘blind auditions’ to decrease gender bias in hiring

by the New York Philharmonic orchestra, a historically male-

dominated orchestra. To address its longstanding gender

disparity, the Philharmonic’s audition protocol was changed

such that it required auditioners to perform behind a curtain,

with women forgoing high-heels for flats so that their foot-

steps were indistinguishable from the men’s. With visual

and auditory cues related to the gender removed in this

way, the employment rate for women has risen from 5% in

the 1960s to 45% in the late 1990s, on course to reach
gender parity [17]. Given the success of gender-blind audi-

tions in the Philharmonic, how might similar effects be

achieved for the kind of verbal communication common in

other job interview settings?

Social robotics holds the promise of meeting this ideal in

real-time social interactions. Telecommunication robots offer

the possibility of transmitting the relevant behaviours of a

real human (e.g. their words, body language and other

communication cues) to another person via a robot. Unlike

video-communication, telecommunication robots enable a

form of telepresence that can rely on the fluency of direct

dialogue and, for the person conversing with the robot, the

sensory information of a human or humanoid shape in

three-dimensional physical space. While some effects of tele-

presence via robots have been studied in HRI (Human Robot

Interaction) research, these studies focused either on the tech-

nical aspects of telecommunication [18] or on the experience of

the person operating the robot (i.e. the sense of agency and bi-

location [19–21]). Yet little is known about how telepresence

via robot might reduce social biases in decision-making or

the social cognitive mechanisms through which such an inter-

vention might operate. Such research is important for

informing the design of systems that could serve this purpose.

A guiding question for this research is: if social biases affect

our decisions in assessment communication (e.g. job inter-

views), could candidates use suitable robotic proxies to

increase social fairness? This is the basic idea behind FPC—a

format for human–robot interaction that permits the transfer

of communicative content in the absence of biasing social

cues that should be irrelevant to the communication.
3. Fair proxy communication
FPC is a new application of social robotics technology that uses

telepresence to promote equity in social interactions often

fraught with bias. Given the subtlety and complexity of

human social interactions, alongside the lack of precise

terminology in HRI research, the communicational format of

FPC has been defined previously with special attention to

detail and precision [6]. For our purposes, it will suffice to

mention that FPC consists of (i) a type of communicational scen-
ario that is relevant to a certain type of decision, (ii) a set-up
(illustrated in figure 1) involving the ‘telepresence’ of one com-

munication partner who remotely operates a robot, (iii) the

practical ethical goal of increasing the perceived fairness of the

decision to be taken, and (iv) a certain physical and kinematic

design of the robot that can fulfil this practical goal in the given

scenario type for the given type of decision. Simply put, the

format of FPC is employed when, in an assessment communi-

cation, the candidate to be assessed is telepresent, operating a

humanoid robot that is designed as a ‘neutral’ human being

without any social cues, in order to reduce social bias in the

person conversing with the robot embodying the candidate.

The candidate is directly present only via her or his utterances

(although some social aspects of the acoustic information, such

as pitch, intonation, etc. may be additionally masked).

FPC is novel in the sense that although robots have been

used for ‘telepresence’ in the kind of communicational set-up

described here for almost two decades [22,23], they have not

yet been used with the communicational goal of reducing

social bias. Nor have any robots been designed specifically

with this function in mind, to our knowledge.



Figure 1. A job interview using FPC. The male interviewer, H2, in the picture on the left communicates with H1, the female job candidate in the picture on the
right, via the Telenoid robot.

royalsocietypublishing.org/journal/rstb
Phil.Trans.R.Soc.B

374:20180037

3

An example of an existing robot that might be applied in

FPC is the TelenoidTM R1 robot (figure 1), created by the

Japanese roboticist Hiroshi Ishiguro. The Telenoid is

designed to represent a ‘minimal human being’ without

any physical indicators of social or personal identity. Ishiguro

himself claims that the Telenoid is ‘like an empty screen onto

which specific features of the remote conversation partner can

be projected’. However, such a projection is in fact unlikely to

occur, according to qualitative studies undertaken by us and

other research teams in Denmark [6,24,25]. Rather, the lack of

perceptual identity cues appears to create a genuinely novel

cognitive situation, in which the interlocutor immediately

recognizes that they are interacting with another person, but

does not automatically identify that person with any social

identity category [6].

FPC can therefore be used in all situations where direct

communication of one party should ideally be combined

with anonymity or de-identification of the other party. FPC

is particularly desirable in communication contexts where

social identity bias and stereotyping are possible, and where

there is an asymmetry of decisional power, such as between

job candidates and employers. Furthermore, the FPC approach

acknowledges that the effects of social biases on judgement

can be extremely difficult to detect and control [26,27], and

thus it may be more effective to design situations that

preclude the activation of stereotypes in the first place rather

than rely on the perceiver’s ability to discount them [28].

In ongoing research, FPC is currently investigated for use

in job interviews and various mediation and facilitation scen-

arios that can be negatively affected by the so-called mediator

bias; that is, the potential bias of the mediator as perceived by

the conflict parties [6]. Importantly, in the context of job inter-

views, FPC is not presented as a replacement for the personal

interview, but as a tool that is used at stage 2 of a three-stage

job interview process, following stage 1, in which anon-

ymized CVs are screened by the company’s interviewer,

and prior to stage 3, which includes an in-person interview

of the candidate by management. Unlike stage 1, the use of

FPC in stage 2 permits a direct and dynamic interaction

between the evaluator and candidate while still retaining

anonymity of the candidate’s pertinent social identities,

prior to a final interview (stage 3) in which it may be reason-

ably necessary to meet in person. In effect, the anonymity of a

candidate’s social identities, and thus the preclusion of bias,

is preserved as long as possible in the selection process.

This approach provides an illustration of how FPC could be
practically implemented to reduce the impact of bias in a

real-life evaluative context.
4. Four preliminary concerns about fair proxy
communication as a tool for social cognition
research

The concept of FPC, and the kind of use case that we envi-

sion, raise a number of initial concerns regarding its usage,

validity, and viability [6]. Here, we wish to highlight four

concerns one might raise about the very idea of FPC as a

tool for studying social bias, prefaced with a remark about

potential ethical concerns.

Because it involves the use of a robot to incline a person

towards debiased decision-making, FPC presents a special

case of ‘ethical nudging’. It is a current concern of roboethi-

cists to investigate the lessons of larger debates on the

ethics of nudging (or libertarian paternalism [29,30]) for the

particular case of robot-nudging in FPC. We would like to

stress, however, that while other proposals for robot-nudging

discuss manipulative effects of human–robot interaction with

children [31], FPC is applied in professional contexts with the

explicit intention to reduce bias against under-represented

group members and, in the application models we currently

develop, to be followed by reflective deliberation. Further-

more, beyond its direct effects on debiasing, FPC can serve

as an effective instrument to raise individual and social

awareness about implicit bias while at the same time

increasing equity of opportunity.

We now turn to four theoretical concerns one might raise

with regard to FPC. For brevity, we refer to a robot that is

designed or selected for use in FPC as an ‘FPC system’.

(A) Is it possible to design a humanoid robot without any
social identity cues? Even though the Telenoid robot may

seem to qualify as an FPC system, one may question whether

it fully eliminates social identity cues as opposed to merely

reducing them. As has been shown in other contexts, depend-

ing on the physical and kinematic design of the robot—its

shape, colour, features, and manner of interaction—as well

as the context of the interaction, social robots that are not

designed as FPC systems can and often do convey cues to

human social identities, such as to race, ethnicity, gender,

age and social class ([32–34], but see [35]). These identity

cues can in turn activate concepts of ingroup or outgroup
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membership, along with their associated intergroup atti-

tudes, emotions, motivations, and any stereotype-related

traits and attributes [36].

These effects must be considered when designing an FPC

system or determining whether an available robotic design

can serve the purposes of FPC. For example, although the Tel-

enoid robot described above is designed to portray a blank

slate without existing identity cues, its white colour could

plausibly cue White racial identity, as well as ingroup or out-

group membership depending on the interaction partner’s

(i.e., H2 in figure 1) race [7]. Moreover, its size and shape

could cue concepts of babies or children, and the effect of

this identity cue could further depend on the interaction part-

ner’s identities (e.g. as an adult or parent). Human perceivers

typically have a strong motivation to categorize on the basis of

identity [37], and such categorizations can occur rapidly and

automatically, often in the absence of awareness [7,38,39].

However, these concerns do not affect the viability of FPC

in principle, nor do they rule out using the Telenoid as an

FPC system. One might attempt to control for any effects of

a user’s social identity (e.g. of White racial identity or male

gender, following the examples above), by either restricting

one’s sample (e.g. in a research context) or statistically adjust-

ing for user self-identity when evaluating the results of FPC

from a set of interactions (e.g. when there are multiple

interviewers in a hiring procedure).

More importantly, residual social identity cues are a

problem for FPC only to the extent that such cues are projected

unevenly across robot interaction experiences. If a particular

robot conveys the same identity cue to all interaction part-

ners—that is, confers equal representation—then any effect of

that cue would be held constant, and the core objective of

removing individual-level bias from communications across

individuals would be preserved. Equal representation in FPC

is thus easily obtained when one evaluator interacts with mul-

tiple communicators (e.g. when a single manager interviews

and evaluates multiple job applicants via FPC). However, if

multiple evaluators are involved, it is possible that each eva-

luator will project somewhat different identities onto the

robot. Care would be needed when aggregating evaluations

to ensure that equal representation is maintained.

(B) Can cultural imagery surrounding the very concept of

a robot influence the social debiasing that fair proxies seem to

affect? Cultural perceptions of robots are strongly influenced

by their depictions in film, anime, and consumer electronics,

and these raise issues beyond those of human social identity

cues noted above. From clunky contraptions (e.g. ‘Robot’

from Lost in Space) and complex machines (e.g. robots in

Transformers), to sophisticated humanoids (e.g. Data in Star
Trek: Next Generation) and disembodied assistants (e.g. HAL

in 2001: Space Odyssey, or Amazon’s Alexa), robots are typi-

cally portrayed as logical computers that lack essential

human qualities of emotion, intuition, and the capacity for

pain. We can only assume that such conceptualizations and

stereotypes may influence the way a social robot and its com-

municative content are perceived. To address these concerns,

a social robot can be designed with a unique appearance to

avoid preconceptions based on prior exposure to various

kinds of robots, or with an appearance that controls for any

unwanted preconceptions. For example, the design of the Tel-

enoid robot conveys a benign appearance, and thus while it

may induce a more receptive stance from the interaction part-

ner, it minimizes more problematic associations of robots as
clunky or threatening. In addition, as noted above, the key

issue for FPC is that all users have the same experience

with the robot (i.e. equal representation). And thus, although

preconceptions of robots may influence the interlocutor’s

and other perceivers’ interpretation of a robot-mediated com-

munication, it would not systematically affect their

processing of the communication if this influence is similar

across users. In this case, FPC would be maintained.

(C) An additional concern regarding social identity cues

is whether identity associated with the robot could interact

with the stereotypes linked to the task of interest [40,41].

For example, in a job interview, would any gender cues

induced by the robot affect the evaluation of candidates dif-

ferently depending on a job’s association with gender

stereotypes (e.g. for a position as a nurse as opposed to an

engineer)? The context or task or job role that frames a

specific interaction may interact with social identity cues,

and evaluators may judge individuals not only on the basis

of identity cues themselves, but also on the fit between iden-

tity cues and stereotypes associated with the role or task the

individual is required to complete. So, for gender, the effect

of bias is not simply that men are preferred over women,

but that individuals of a specific gender (e.g. women) will

be preferred for specific roles (e.g. nursing) associated with

gender stereotypes. This effect of gender-type matching in

decision-making and individual-role matching is already

well documented [14,42]. FPC is not equipped to remove

bias linked to tasks or roles. It only functions to remove

bias associated with the communicator. Assuming equal rep-

resentation of any robot social identity cues, no additional

bias would emerge beyond stereotypes linked to the task

itself. To more fully remove bias in such cases, one would

need to remove social stereotypes associated with the task

or role in society.

(D) What is the role that auditory information plays in

FPC? In robot-mediated FPC, linguistic information from

the communicator is conveyed directly and fully, while

elements of body language (facial expressions, head move-

ments) are transmitted in a reduced fashion. Should

auditory information be manipulated to be gender neutral,

or standardized as male- or female-sounding? Is it possible

to create a gender-neutral voice? Furthermore, other linguistic

cues, such as language use and prosody, could still be trans-

mitted, and these may also convey identity information.

Moving forward, an important question will be whether the

voice and other linguistic properties should be manipulated

(e.g. with software) to fully standardize the communication

in relation to relevant social identities.

An important factor to consider when addressing this

question is the role of voice pragmatics in communicating

information that might be relevant in an assessment situation.

Auditory features such as word rate, pause length, prosody,

changes in prosody and stuttering can convey pragmatic

information about the communicator’s mood state, their

level of commitment to a statement or their knowledge cer-

tainty, all of which could be relevant in assessment and

negotiation situations where FPC might be useful. Ideally,

then, if some sort of voice modification is used in an FPC

system, all relevant pragmatic information should still be

transmitted in context, so as to give assessors maximal infor-

mation to guide their decisions. Research on the use of FPC in

these situations should therefore contribute to our knowledge

of the ways in which these pragmatics operate and interact
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with social identity information in relevant contexts, and this

knowledge should in turn inform the design of FPC systems.

With these four preliminary concerns in view, we now turn

to considering the potential for the FPC approach to advance

basic research in social cognition and intergroup bias.
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5. Using fair proxy communication in the social
cognition laboratory

A central goal of this article is to describe how the use of

social robots as ‘fair proxies’ can advance knowledge about

mechanisms of social cognition and bias, while informing

novel interventions to reduce bias. In this section, we briefly

describe how this approach may be used to eliminate iden-

tity-based bias and then discuss how may be used to

illuminate the sociocognitive and neural processes involved

in person perception and intergroup bias.

There are in general two ways in which telecommunication

robots can be used to study the elimination or mitigation of

identity bias. The first major approach, which is the strategy

of FPC, is to obscure the social identity of the communicator

(H1 in figure 1) entirely, replacing it with a design having no

specific identity cues. Robots such as the Telenoid were

designed to enable this approach, in comparison with robots

with more pronounced identity cues. This approach has the

advantage of reducing the role of social identity in the inter-

action as much as possible. Yet, as discussed above, it may

be challenging to avoid any spontaneous associations with

human groups or popular depictions of robots, and it remains

unknown whether humans are able to interact with any agent

without making assumptions about identity.

The second major approach is to replace features of the

communicator’s real social identity with other cues, for

example, using the robot to present a female interlocutor

under a male identity, or a robot identity instead of a

human identity. This has the advantage of decreasing novelty

while standardizing the experience across different communi-

cators, for example, if all job applicants interact via the same

robot. By providing a clear identity to the communicator,

one could essentially control and equate identity classifications

(and any associated assumptions or stereotypes) and satisfy

the basic motivation to categorize an agent before engaging

with it. We hasten to add, however, that the identity-replace-

ment approach is an option for research purposes only; this

approach goes against the letter and spirit of FPC, because it

raises ethical concerns about treating specific social identities

as default or more natural than others (e.g. if all candidates

were presented as male) and about the erasure of marginalized

identities in preference for more dominant ones. Nonetheless,

these two approaches—to eradicate or to replace identity—

represent two ways of using telecommunication robots for

research on social cognition and bias.

In the laboratory, FPC systems can be conceived as pro-

viding a blank slate upon which to layer and manipulate

various cues to social identity for the purpose of investigating

basic social cognition processes. With the ability to incremen-

tally control the display of identity information, FPC may be

used to design experiments to gauge the degree to which

specific identity cues contribute to biased perceptions,

impressions and communicative understanding. For

example, by manipulating visual features, tone of voice, pro-

sody and body language, researchers may be able to
determine the unique impact of each type of cue, as well as

interactive effects between multiple cues, both on the con-

struction of social identity and on stereotype activation and

judgement bias. In this way, FPC may be used as a research

tool to illuminate basic mechanisms of social categorization

and the processes through which they influence judgements

and actions. We explore this issue formally in relation to iden-

tity information, social identity stereotyping, and social

decision-making, in §§6 and 7.

Furthermore, because FPC systems involve the represen-

tation of real human social interaction in the form of a

controlled robot interface, this approach affords new oppor-

tunities to examine this type of social interaction in

neuroimaging environments such as functional magnetic res-

onance imaging and electroencephalography. The use of FPC

in neuroimaging work inspires an expanded set of theoretical

questions to be examined, beginning with questions regard-

ing the nature of human–robot interaction [1,43]. For

example, to what extent is the face of a social robot, such as

the Telenoid, processed like a human face, as indicated for

instance by the N170 event-related potential [44] and activity

in the fusiform gyrus [45]? Initial findings reveal that both

human faces and humanoid robot faces (which contain

human features but are clearly robots) elicit an N170 ERP

response, indicating early configural face encoding [46].

However, in this research, the N170 response to robot faces

is delayed, suggesting that the initial face encoding process

is nevertheless reduced relative to human faces, similar to

the effect observed for the visual processing of ape faces rela-

tive to human faces [47] and human outgroup faces [48,49].

Hence, an assessment of face encoding may illuminate the

extent to which a social robot is perceived as human, and

thus affording social identity ascriptions, particularly in the

context of FPC.

A related question concerns the extent to which acti-

vations in the putative social cognition network—including

the medial prefrontal cortex (mPFC [50]) and right tem-

poro-parietal junction ([51])—and in action-observation

networks [52,53] are implicated in the observation of robot

actions. These networks have been previously implicated in

the anthropomorphization of non-human objects (e.g.

[54,55]). In the domain of human–robot interaction, research

examining these questions has shown that dynamic facial

expressions in humanoid robots, which have basic human

facial features (eyes, mouth) yet clearly appear non-human,

activate regions associated with face processing (fusiform

gyrus) and the detection of agentic movement (superior tem-

poral sulcus), to similar levels observed for dynamic human

facial expressions. By comparison, regions associated with

mental state inference (mPFC) and representations of social

knowledge (anterior temporal lobe) were less responsive

towards robot than human faces [56]. This pattern suggests

that similar neural processes are involved in the perception

of faces and their configural movements, but that the associ-

ated inferential processes typically engaged for humans are

muted during interactions with robots. In line with these find-

ings, other research suggests that the engagement of neural

social cognition network activity depends on the degree to

which a robot resembles a human [57], although there may

be a point at which a close-yet-imperfect resemblance may

induce social discomfort (the so-called uncanny valley effect

[58]). Still other research has reported reduced activation in

regions associated with affect during interactions with
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humanoid robots compared with interactions with humans,

suggesting diminished emotional responding and the possi-

bility that human–robot interaction may be guided by

cognitive processes more strongly than emotional processes

[59]. Given prior evidence that some forms of implicit bias

are amplified by intergroup anxiety [60,61], an attenuation of

affect during human–robot interactions may further reduce

the influence of bias.

Research has also begun to elucidate the effects of identity

cues on mental state inference in human–robot interaction.

Indeed, gender and race cues in the designs of virtual experi-

ences are known to elicit social identity bias (e.g. [62–64]).

Hence, it is possible that adding social identity cues to

non-humanoid robots would enhance the engagement of

sociocognitive inference, which in turn could affect judge-

ments and decisions regarding robot interaction partners.

Yet, less is known about the impact of robot-mediated com-

munication like FPC on mental state inference. Existing

research on mental state inferences in human software inter-

action has, to date, yielded mixed results. Some studies

suggest that mental state inference is enhanced when the soft-

ware-mediated interlocutor is believed to be human (e.g.

[65]), whereas others have demonstrated similar communica-

tive behaviours towards interlocutors believed to be a real

person or a software agent (e.g. [66]).

This emerging literature reveals the growing need for a

theoretical understanding of how identity-less robots, such

as the Telenoid, are perceived and processed by human inter-

action partners in contexts like FPC. More broadly, these

findings highlight the need for systematic investigation of

how identity cues modulate a human’s psychological experi-

ence with a robot, as well as the role of identity-based bias

in this experience—issues for which FPC systems will be

uniquely informative. In the following two sections, we

focus on one mechanism of social cognition and discuss, in

detail, how the effect of robot–human interaction on this

mechanism may be investigated and implemented in the

context of FPC.

6. Applying fair proxy communication to a
source of implicit bias: the case of attribute
substitution

One source of bias in judgement and decision-making is the

use of heuristics [13,67]—information processing shortcuts

that enable inferences when a perceiver has inadequate

knowledge to make judgements [11,37,68]. One such heuris-

tic is attribute substitution [69,70], whereby knowledge

associated with a task-irrelevant but highly accessible attri-

bute of an object is substituted for psychological states

associated with a task-relevant but less accessible attribute.

Attribute substitution occurs when people are faced with a

complex judgement using incomplete or partially inaccessible

information. A canonical example is the so-called beautiful-is-
familiar effect [71], whereby beautiful faces are judged to be

more familiar because the positive and highly accessible feel-

ing caused by the ‘beauty’ attribute is substituted for the

equally positive but less accessible sense of ‘familiarity’.

Attribute substitution is likely to occur when three con-

ditions are met [69], and all three of these conditions are

common in the kind of scenarios in which the communica-

tional goal of FPC is worth pursuing. The first is that the
relevant target attribute (e.g. familiarity) must be transmitted

unreliably or be less accessible. Relevant target attributes for

evaluations and job interviews—including, for example, the

ability to cope with stress, interpersonal communication

skills and the ability to effectively manage expectations—

are all under-defined, difficult to measure objectively and

context-dependent. The second condition is that the associ-

ated but task-irrelevant attribute (e.g. beauty) must be

clearly transmitted or be more easily accessible. Most forms

of social identity information, especially for perceptually

accessible identities such as gender and ethnicity, are highly

salient. The third condition is that the substitution must not

be detected by the decision maker. Although irrelevant,

social identity information is strongly associated with target

information via strong cultural stereotypes, which in turn

may operate in the absence of awareness [11]. The result is

that stereotypical attributes associated with social identity

are more easily substituted for the more immediately

relevant but less accessible target attributes, without the

interviewer being aware of the substitution.

What is the most relevant cognitive process for explaining

how and why attribute substitution readily occurs in these

situations, such that there is an increased risk of implicit

bias? Such attribute substitution effects may be most directly

explained by the operation of semantic associative memory

[72]. This system stores conceptual knowledge and the

relationships between concepts in structural networks

stored in the brain. At the level of social processing, semantic

memory is also responsible for storing the conceptual associ-

ations that underlie implicit stereotypes [73,74]. It is this

system that operates improperly when relevant target attri-

butes are inappropriately replaced by irrelevant attributes

that are more salient in the situation. In terms of its operation

on cognitive function, FPC can therefore be interpreted as an

intervention on semantic associative memory processes in

social judgement and action.

Next, we describe a theoretical framing that may be used

to develop a deeper understanding of the cognitive mechan-

isms through which FPC may function. We present this

framework as a useful tool for developing empirical models

of this process in future research.
7. Formal modelling of fair proxy communication
in bias reduction research and interventions

FPC seeks to reduce biasing effects of stereotypes by limiting

social identity information that might lead to attribute substi-

tution within associative memory. Here, we present an initial

attempt to theorize more fully about how such an interven-

tion might work, to demonstrate the potential impact of

such an intervention and to offer an example of how FPC

might be used to test a basic cognitive explanation of implicit

stereotype effects described above.

We do this in the context of a theoretical simulation of the

biasing effects of the so-called think-manager/think-male

implicit conception of leadership and management [75,76].

This simulation is designed to address two interrelated ques-

tions. The first is practical and concerns the importance of

social identity-limiting interventions, such as FPC: what is

the impact of social identity information on producing bias

via attribute substitution? In other words, exactly how

likely is it that attribute substitution (and therefore identity
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bias) will occur under a given set of circumstances? Such

specification is important, because the greater the risk of

bias, the more pressing the need for the development of

effective interventions of the kind discussed here.

The second question is theoretical, but relates to the first:

what are the specific semantic memory mechanisms that lead

to attribute substitution in such scenarios? An answer to this

question is important because with more detailed knowledge

of the processes involved, it will be possible to design better

interventions against bias and to develop more specific

hypotheses when running experiments to test those interven-

tions. By applying a widely accepted theoretical model of

associative memory for this purpose, we show in this section

that even weakly held adherence to implicit stereotypes

can powerfully influence our judgements of others. Such a

demonstration provides a more detailed theoretical motiv-

ation for the use of FPC in reducing bias, while suggesting

a framework for the use of FPC in future empirical research.

Imagine that a search committee has been asked to fill a

position in management. In addition to the main job descrip-

tion and CV requirements, the search criteria include a set of

desirable personal attributes, such as communication skills

and the ability to make decisions under pressure. Consider

also that committee members hold in their minds an implicit

model of good leadership. It is likely that this model will associ-

ate leadership with stereotypically male attributes, including

charisma and strength [14,77,78]. Assume that, as in any stan-

dard job interview situation, these attributes are easily

recognized, with masculinity and strength being particularly

accessible [79]. Assume also that the job criteria (e.g. decision-

making skills), by contrast, are less recognizable and thus less

accessible. From our discussion of attribute substitution in §6,

we should expect that there is some likelihood that the commit-

tee inadvertently substitutes the salient information about the

stereotypically ‘male’ attributes of candidates for the more

relevant but less obvious target attributes listed in the job

criteria, resulting in a bias towards male candidates.

A simple, productive and widely applied theoretical

framework that is well suited to understanding the operation

of associative memory in this task is the activation calculus

from the ACT-R cognitive architecture [80]. This calculus

treats semantic associative memory as a network of associ-

ations relating mental categories cued by the environment

(e.g. the apparent strength of a job candidate) to categories

elicited as responses (e.g. that the candidate will be a good

leader). Associations between input and output categories

are defined as a set of strengths S. Each output has a baseline

strength B, which is independent of inputs and associations,

and which is dependent on the broader context of the judge-

ment. Within this architecture, the ‘accessibility’ of an

attribute may be formally defined as the salience or input

weight W, which denotes the influence a given input has

on a given response, independent of associations in the net-

work. With these terms in place, activation of an output

category is determined by the activation equation:

A ¼ Bþ
X

WS:

Conceptually stated, this equation means the following:

The strength of category activation in a context is dependent

on the baseline strength of that concept, plus the salience of

all of the inputs presented in the environment that are associ-

ated with that concept, modulated by the strength of each of
the associations in the network. The key point is that we can

understand attribute substitution, and thus implicit stereo-

types, in terms of the operation of this associative network.

To demonstrate, we can apply the activation equation to

analyse the communicative set-up in the job interview as fol-

lows. Let us start by defining the candidate who is hired as

the one who is most strongly associated with the leader/man-

ager output concept at the end of the interviews. For the sake of

simplicity, let us set this concept as the only output and fix its

baseline strength at 1 (we could as easily have included other

relevant job categories, such as secretary, sales assistant,

accountant, etc.). The theory assumes that input categories

are provided as stimuli from the environment. Thus, let us con-

ceptualize each applicant as a cluster of attributes, with

saliency values for each attribute varying between candidates.

Let us assume that attributes more closely linked to appear-

ance, such as strength, will naturally have a higher ceiling on

salience than latent attributes, such as problem-solving ability.

Now let us imagine for simplicity that only two candidates

are interviewed. One is a maximally strong-looking male who

presents good problem-solving skills but medium interper-

sonal communication. Let us set the input vector for this first

candidate at strength ¼ 2, masculinity¼ 2, problem solving ¼

1 and communication¼ 0.5. The other candidate is a female

with medium apparent strength, who presents good

problem-solving skills and good communication skills. Let

us set this candidates input vector as strength ¼ 1,

masculinity¼ 0, problem solving ¼ 1 and communication ¼ 1.

All that remains is to set the strength of the associative

connections for each committee member. Given that they

have been specified as target attributes, let us assume

higher associative strength for the stated job criteria. If the

committee member believes strongly and explicitly in the

think-manager/think-male model, then the associative links

for masculinity and strength will be strong. If they believe

weakly or implicitly in the model, these links will be weaker.

With the model set up in this way, we can clearly see the

role of semantic associations in determining judgement about

others in job interviews and other assessment situations. This

allows us to more precisely frame our practical question

about the importance of FPC as an intervention against iden-

tity bias as well as our scientific question about the role of

semantic memory in bias. Both questions can be reformulated

more precisely in terms of the model as follows: with every

parameter except the associative strengths for the irrelevant

stereotypical attributes set at reasonable values, how strongly

does the committee member need to be committed to the

think-manager/think-male model for him/her to make an

unbiased judgement of the candidates?

Figure 2b shows the results of this simulation. The figure

suggests that even with very weak endorsement of the think-

manager/think-male stereotype—that is, even when the

associative strengths for the irrelevant cues are as low as

10% of the strengths for the target cues—biased judgement

is more likely to occur.

This conclusion rests on an assumption that irrelevant

gender cues are twice as salient as the target attributes. Let us

fully relax this assumption and set the salience of the gender

and strength attributes to be equal to the latent target attributes.

This is equivalent to assuming that latent attributes like pro-

blem-solving skills are as accessible to a committee as are

perceptible attributes like gender. Such an assumption is unrea-

listic [7], but useful in setting an upper bound on our results.
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Figure 2. (a) Schematic illustrating the ACT-R activation calculus as a mechanism through which FPC may operate in reducing bias in a job interview context. (b,c)
Simulated activation strength for the leader/manager output category, when latent target attributes for the hiring situation are less salient than irrelevant gender
attributes (b), and when target attributes are set to the same salience level as the irrelevant attributes (c). The figure shows that when target attributes are less
salient than the irrelevant gender cues, the committee member only begins to favour the more relevant female candidate when the associative strengths for the
irrelevant attributes are set to about 10% of the associative strength of the target attributes. This suggests that even very weak endorsement of the think-manager/
think-male stereotype will lead to bias. The figure also shows that even when target attributes are (unrealistically) defined as being as salient as the irrelevant
gender cues, the committee member still only begins to favour the more relevant female candidate when the associative strengths for the irrelevant attributes are
set to about 50% of the associative strength for the target attributes.
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Figure 2c shows that under these conditions, the

committee member begins to favour the second (female) can-

didate when the associative strengths for the irrelevant

attributes are reduced to about 50% of the strengths for the

target attributes. This suggests that even in the perfect scen-

ario, when the salience of gender attributes is reduced to

unrealistically low levels, even moderate endorsement of the

think-manager/think-male bias will cause biased judgement.

This simulation offers a clear theoretical mechanism by

which implicit stereotypes influence judgement, and it pro-

vides a useful justification for our expectation that FPC

might be a particularly effective intervention for reducing

identity bias. When the ideal conditions for attribute substi-

tution hold—that is, when irrelevant stereotypical attributes

are highly salient and target attributes are not—then only

very weak associations are needed to cause bias. Such weak

associations are unlikely to be explicitly endorsed, and they

are also unlikely to be detected by the individual. In the

absence of this knowledge, it is likely that committee members

will believe they are hiring fairly, on the basis of target attri-

butes only. By contrast, if fair proxies are used by one of the

meeting participants, then salient but irrelevant attributes

leading to bias may be precluded, minimizing the risk of attri-

bute substitution. This type of formal modelling approach can

be used to quantify predicted effects of FPC in such contexts,

which may then be tested with behavioural experiments and

compared with data from field interventions.
8. Caveats and considerations
FPC suggests a promising intervention to reduce the biasing

effects of stereotypes in interactional settings as well as a

promising experimental context for developing social cogni-

tive theory. Given the mixed success of previously

proposed debiasing methods (e.g. [81]), FPC has the potential
to shed light on the limitations of conventional bias training

and the need for alternative, complementary approaches

(see also [28,82]). To be clear, our suggestion is not that exist-

ing practices, such as short-term bias training, should cease.

However, the formal framework proposed in §7—which

reveals that stereotype associations need only be very

weakly held to have robust biasing effects—suggests that it

will be difficult for conventional short-term interventions to

effectively reduce bias. Our analysis suggests that a more

effective strategy would be to prevent the initial activation

of such associations through a procedure (i.e. FPC) that con-

ceals irrelevant identity cues. FPC may prove particularly

useful, given the increasing frequency of human–robot inter-

actions, and thus the opportunities for using FPC to reduce

bias will become increasingly ubiquitous, when compared

with more idiosyncratic applications such as the blind audi-

tion procedure in orchestras. Thus, as social robots develop

and their integration in the workplace expands, we expect

this approach to become increasingly practical.

Research on the manipulatory effects of social robots also

raises substantive ethical concerns, because such research

may be used to benefit the distribution of this technology

in contexts where such manipulation or ‘nudging’ is unde-

sired. For this reason, value-sensitive and value-driven

procedures are being developed [5,83–85] that reduce these

risks by focusing research and development in social robotics

from the very beginning on the protection and enhancement

of ethical values. The concept of FPC is the result of such a

value-driven design approach.
9. Conclusion
Recent advances in the capabilities of programmable robots

represent a new frontier in the science of the human mind.

Here, with our focus on FPC, we have illustrated how
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applications of social robotics may be used to elucidate the

cognitive mechanisms of implicit bias while also promoting

the practical goal of enhancing social justice. We view FPC

as an integral component of a broad praxis of bias reduction

that includes individual and public reflections on the effects

of FPC. While a fair proxy may decrease the probability

that attribute substitution occurs in a given context, it

cannot change the propensity of individuals to rely on stereo-

typical identity attributes when evaluating others more

generally. By masking the attributes that elicit implicit bias,

rather than changing the stereotypes on which biased attri-

bute substitution is based, fair proxies provide only a

partial, contextually bounded and short-term solution to

the systemic problem of discrimination. High-level social
structures, such as culture and institutions, must also be

changed if we are to properly deal with the deeper problems

of discrimination. Structures change slowly, however, and

our analysis suggests that FPC may provide a promising

framework for building tools to increase equity in the more

immediate future.
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